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1. Onuc ocBITHHLOI0 KOMIIOHEHTA

Tabnuysa 1.1 (enna ¢hopma)

HaitmenyBanus
MMOKa3HUKIB

l'asy3b 3HaHB,

CIIeIIAJIbHICTb, XapaKkTepucTuKa OCBITHROTO
OCBITHSI POTpama, KOMITOHEHTA

OCBITHIH PIBEHb

Jenna ¢opma 3100yTTS1
oCBiTH

HopmaTuBHmii
Pik HaBuanusa: 3-i

03 I'ymaniTapHi HayKkn

KinbkicTh
roauH/kpeautis 210 rox.
| 7 xpenutiB

035 Pisooris Cemectpn: 5, 6-ii

TH/A3: nemae

IIpuxkiaaana
JIiHI‘BiC"ll‘)I/IKa. IMepexanan Jlexuii: 44 rox.
i KoMI’IoTepHa IIpakTnyHi (ceminapcbki): 66 rog.
JIHrBicTHKA. Koncyabraumii: 12 rox.
Bakanasp Camocriiina po6ora 88 roz.

®opmMa KOHTPOJIK: €K3aMEH

MoBa HaBYAHHA

AH2HIUCbKA

Tabnuys 1.2 (3aouna ¢popma)

T"any3b 3HaHs,

N . CHEUiaNbHICTb, XapakTeprucTHKa OCBITHHOTO
HaiimeHnyBaHHS TOKa3HUKIB . C
OCBITHS IPOrpama, OCBITHIN KOMIIOHEHTa
piBEHb
3aouHa popma 3100y TTH HopmaTuBHmuii
ocBITH 03 Cymanitapui naykn | PiK HaBYaHHs: 3-if
035 ®isnouoris Cemectpu: 5, 6-if

KinbkicTb rogun/kpeauTiB
210 ron. / 7 xpeauTiB

Ipukaaaua ainreictuka. | Jleknii: 14 rom.
Ilepexnan i koMn’wTepHa
JIHTBiCTHKA.

MpakTnyni (ceminapcebki): 22 rog.
KoncyabTamii: 26 ros.

IHA3: nemae

bakanas
P Camocriiina podora: 148 rog.

®opmMa KOHTPOJIK: €K3aMEH

MoBa HaBYaAHHSA

aueniucvka
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[Tpi3Buie, iM’s Ta IO
0aTbKOBI1

Crapko Bacunp ®@eonociiioBuy

HaykoBwuii cTymniHb

KaHIUJaT (PUIONIOTIYHUX HAYK

Buene 3BanHsa

JOLCHT

ITocana

JOUEHT Kadeapy NpuKIaHOi JIHTBICTHKH

KonTakTHa iHpopMalis

Mm.T.: +380977519850

@vnu.edu.ua

http://194.44.187.20/cqgi-bin/timetable.cqi

JH1 3aHATH

3aHATTA 32 po3kiiagoM. KoHcynbTallii B IeHb POBEICHHS JISKIIiiA/
CEMIHAPCHKUX 3aHATH /TIEPE]] ICHUTOM (32 MONEePEIHbOI0 JTOMOBIICHICTIO)
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III.  Omnmc OCcBITHHOI0 KOMIIOHEHTA

1. Awnomayia. OK Komm’roTepHa JIHTBICTHKA MPU3HAYCHHWHA JUTsI 37100yBadiB OCBITH
TPEeThOro poky AeHHOi Ta 3aounoi ¢opm HaBuanHsa OIIII Ilpuknanna minreicruka. [lepeknan i
KOMIT FOTEpHA JIIHTBICTHKA Tiepmioro (0akajaaBpChKOr0) pIBHA BHIOI OCBITH (DaKyJIbTeTy
iHo3emHoi ¢inonorii. BuBuenns OK mnepenbauae o3HaiiomsieHHs 3100yBayiB  OCBITH 3
OCHOBHMMH HOHATTSIMU, METOJIAaMH TA CY4aCHUMH TE€HAEHLISIMU KOMIT FOTEPHOI JTIHTBICTUKH.

2. Ilpepexeizumu i nocmpexeizumu. Ilpepexsizutn OK Komn’rorepHa niHTBicTHKA!
OK Beryn no daxy, OK Axrmiiceka moBa, OK Marematunune moaentoBants, OK Maremaruana
aorika, OK Ilpuknamna minreBictuka, OK Teopermynuid Kypc aHIJIHCBKOI  MOBH,
OK IndopmarniitHo-koMmyHikariiiiHi TexHosorii, OK MamuHHuN Ta aBTOMAaTH30BaHUN TIEPEKIal.
Ho nocmpexeizumie nanexatb. OK KypcoBa pobora 3 IT Ta xoMmm’rOTepHOI JTIHTBICTHKH,
OK Teopernuna Tta mpukiagHa Jinreictuka, OK MoBieHHEBI TEXHOJIOTI 1 MOBHI MOJEI,
OK UlTy4yHuii iHTENEKT Ta MPUKIaIH] iHPOPMALiHI TEXHOJIOTI].

3. Mema i 3aeoanna. Memorw Buknaganas OK Kowmm'roTtepHa iHTBICTHKA €
dbopMyBaHHS y 3100yBaviB OCBITH TEOPETUYHHX 3HAHB PO 0A30B1 MOHATTS, METOIH 1 TEXHOJIOTIT
KOMIT FOTE€PHOI JIIHTBICTUKM Ta MPAKTUYHUX HABUYOK BUKOPUCTAHHS KOPIYCHUX TEXHOJOIIH 1
KOMIT FOT€PHUX IHCTPYMEHTIB JJISl aHATi3y MOBHUX JaHHX.

Ocnosnumu 3aedannamu xypcy €: 1) chopmyBaTtu y 3700yBadiB OCBITH CUCTEMY
TEOPETUYHUX 3HAHb MPO 0a30Bi MOHATTA 1 TEPMIHOJOTIIO KOMII FOTEPHOI JIHTBICTHKH;
2) HAaBYUTH BHUKOPHUCTOBYBATH METOJM 1 TEXHOJIOTII (OPMAILHOrO OMKCY Ta JOCIHIKCHHS
MOBHUX SBHII; 3) O3HAWOMHTH 3 AaKTYaJbHUMH HamnpsMaMH pPO3BUTKY KOMII IOTEpHOI
JTHTBICTUKY; 4) PO3BUHYTH NPAKTUYHI HAaBUYKU POOOTH 3 KOpPIycaMu Ta IHCTPYMEHTaMHU
00poOku MOBH; 5) chopMyBaTH NMpPaKTUYHI HABUYKH POOOTH 3 IHCTPYMEHTaMHU KOPIYCHOTO i
KOMIT FOTEPHOTO aHai3y.

Memoou nasuanna: BUKIANAHHS KypCy IPYHTYEThCS Ha TO€AHAHHI TPAJAWLIHHUX Ta
IHHOBAIIIMHMX METOJMIB 1 TEXHOJIOTIH HaBYaHHA. [pagulliiHI METOIHU  OXOILTIOIOTH
MOSICHIOBATBHO-UTIOCTPATUBHHUI METOJI, METO/I MMPOOJIEMHOTO BUKJIA/Ty, YaCTKOBO-TIONTYKOBHH Ta
nocmiHuIbKui Metoau. BusuenHss OK Takox 3m1HCHIOETbCS 3 3aJIydEHHSIM METOAY KEHCiB
(case study), niy0BOi Irpu Ta KOMaH/10-OPIEHTOBAHOTO HABYAHHS, CYKYIHICTh SIKMX CIPSIMOBaHa
Ha MOIIYK ONTHUMAaJbHHUX pILIeHb IiJ] Yac OOTOBOPEHHS MHUTaHb Ta PO3B’A3aHHS 3aBJaHb, 110
NoTpeOyIOTh SIK 1HAMBIAyaJIbHUX, TaK 1 TPYNOBUX aJIropuTMiB Aiil. B OCHOBI AMCTaHLIMHHUX
METO/IB HaBYaHHSA JIeXaTb CydyacHI BeO-TeXHOJoOrii 1 MyJIbTHUMEIiHI 3acobu, sKi
BITPOBAJKYIOTHCSl Y BCIX MOXKIIMBUX (popMax OHJIAH pOOOTH.

4. Pesynomamu nasuanna (komnemenmmuocmi). [lo 3aBeplICeHHIO BHUBYEHHS
OK KoM rorepHa JgiHTrBiCTHKA 3400yBayl OCBITH BOJIOJITUMYTh TAKUMU KOMIIETEHTHOCTSIMHU:

IHTerpajibHa KOMIIETEHTHICTH

3/1aTHICTh PO3B’SI3yBaTH CKJIQJHI CIeliajli30BaH1 3a/1a4l Ta MPaKTUYHI IpoOJeMu B raiysi
¢inosorii  (JIIHIBICTUKM, JITEPAaTypO3HABCTBA, (OJIBKIOPUCTUKH, TMEpeKyiaay) B Ipoleci
npodeciiiHol aisiapbHOCTI a00 HaByaHHS, L0 Nepeadadae 3aCTOCYBaHHS TEOpil Ta METOMiB
(b110JI0TIYHOT HAYKH 1 XapaKTePU3YEThCs KOMIJICKCHICTIO Ta HEBU3HAYEHICTIO YMOB.

3araJibHUMH KOMIIETEHTHOCTSIMU :

3K 2. 3naTHicTb 30epiraTu Ta NPUMHOXYBAaTH MOpaJbHi, KYJIbTypHi, HAYKOBI IIIHHOCTI i
JOCSATHEHHSI CYCHIIbCTBA HAa OCHOBI PO3YMIHHS 1ICTOpii Ta 3aKOHOMIPHOCTEH pO3BUTKY
npeaMeTHoi obnacTi, il Micusg y 3araibHid CHUCTeMi 3HaHb MPO MPHUPOJY 1 CYCHUIBCTBO Ta Y
PO3BUTKY CYCIUIBLCTBA, TEXHIKU 1 TEXHOJIOT1H, BUKOPUCTOBYBATH Pi3HI BUIU Ta POPMHU PYXOBOIi
AKTUBHOCTI JIJIs1 aKTUBHOTO BiJIIOYMHKY Ta BEJACHHS 3/I0POBOT0O CIIOCOOY JKUTTS.

3K 3. 3naTHICTh CHUIKYBaTUCS AEPKABHOIO MOBOIO SIK YCHO, TaK 1 MMCbMOBO.

3K 4. 31aTHicTh OyTH KPUTHYHUM 1 CAMOKPUTHYHHM.

3K 5. 3naTHiCTh yUUTHCS 1 OBOJIO/IIBATH CyYaCHUMH 3HAHHSIMHU.

3K 6. 31aTHICTb /10 OLIYKY, ONpAIIOBAaHH Ta aHaNi3y iHpopMalii 3 pi3HUX JKeped.

3K 7. YMiHHS BUSIBISATH, CTABUTHU Ta BUPILIIYBATH MPOOJIEMH.

3K 8. 3aarHicTh MpaloBaTé B KOMaH/i Ta aBTOHOMHO.



3K 9. 31aTHICTh CIIJIKYBATUCS IHO3EMHOIO MOBOIO.

3K 10. 3gaTHICT 10 aOCTPaKTHOTO MUCJICHHS, aHAJII3y Ta CHHTE3Y.

3K 11. 3naTHiCTh 3aCTOCOBYBATH 3HAHHS Y MPAKTUYHUX CUTYAIIisIX.

3K 12. HaBnuku BUKOpUCTaHHS 1HPOPMALIMHUX 1 KOMYHIKAI[IHHUX TEXHOJIOTIH.
3K 13. 3naTHiCTh MPOBEICHHS JOCTIKEHb Ha HAJIEKHOMY PiBHI.

DaxoBMMH KOMIIETEHTHOCTSIMU

@K 1. YcBioMieHHs CTPYKTYpH (B1JI0JIOTIYHOT HAYKHU Ta 1i TEOPETUYHUX OCHOB.

@K 2. 37aTHICT BUKOPHCTOBYBAaTH B HpPOQeciiiHill IisUIbHOCTI 3HAHHS PO MOBY SIK
0COOJIMBY 3HAKOBY CHUCTEMY, il mpupoAy, GyHKIIiI, piBHI.

@K 3. 3naTHiCTF BUKOPUCTOBYBATH B MpodeciitHiil AisUIbHOCTI 3HAaHHS 3 Teopii Ta icTopil
MOB, 1[0 BUBYAIOTHCH.

®K 6. 3parHiCTh BIIBHO, THYYKO H €QEKTHBHO BHUKOPHUCTOBYBaTH MOBH, IO
BHUBYAIOTHCSA, B YCHIA Ta MHUCHMOBIH (opMmi, Y PI3HUX >KaHPOBO-CTHJIbOBHX PI3HOBHJAX 1
perictpax cminkyBaHHS (odimiiiHOMY, Heo]imiifHOMY. HEHTpalbHOMY), UIS PO3B’S3aHHS
KOMYHIKaTUBHUX 3aB/IaHb Y PI3HUX cepax KUTTH.

®K 7. 3parHicTe m0 30MpaHHS ¥ aHaNi3y, CUCTEMaTH3allil Ta iHTeprpeTranii MOBHHX
JiTepaTypHuX, (GONbKIOpHUX (aKTIB, IHTEPIPETALlii Ta EepPeKIaay TEKCTY (3aJIeXkHO BiJl 0OpaHOi
criemianizarii).

®K 8. 3paTHICTh BUNBHO OINEPYBATH CIEIIATbHOIO TEPMIHOJOTIEI Ui PO3B’S3aHHA
npodeciifHuX 3aB1aHb.

®K 9. VcBigoMieHHs 3acajl 1 TEXHOJIOTi CTBOPEHHS TEKCTIB Pi3HUX KAHPIB 1 CTUIIIB
JIEP’KABHOIO Ta iIHO3EMHUMH MOBaMH.

@K 13. 3paTHiCTh 3aCTOCOBYBATH JIEKCHUKO-CEMAHTHYHI, I'paMaTU4HI W CTUIICTHYHI
Tpancopmamii MmiJ Yac NHCBMOBOTO Ta YCHOTO TNEpeKIaay TEeKCTiB pI3HUX KaHPIB 1
(GYHKIIIOHATbHUX CTHIIB JUIs 3a0e3MeueHHs] CHMHTAKCHMYHOi, CEMaHTHYHOi Ta MparMaTuyHOi
€KBIBAJICHTHOCTI BHX1JJHOTO Ta IIJIOBOTO TEKCTIB.

@K 15. 3naTHiCTh BUKOPUCTOBYBATH Cy4acHi iHQOpMaLiiHI CHCTEMU Ta TEXHOJIOTII Mix
yac BUKOHAHHS (DYHKI[IOHAJIBHHUX 3aBJaHb Ta 00OB’S3KiB, 3HATH OCHOBM O€3MeYHOI poOOTH B
iH(pOpMalifHUX CUCTeMaX, METOAM CTBOPEHHS 0a3 TaHUX Ta BeOpecypciB.

®K 17. 3gaTHICTh BUKOPUCTOBYBAaTH 0a30Bl 3HAHHS PO3/UIIB MaTEMAaTUKH Ta JIOTIKU y
3aBJIaHHIX KOMIT FOTEPHOI JJIHTBICTHKH Ta po3po01li MPOrpaMHOro 3a0e3nevyeHHs .

OK ¢opmye Taki mporpamMHi pe3y/1bTaTH HaBUYAHHS:

ITPH 1. BinbHo cninkyBaTucs 3 npodeciiHuxX NuTaHb 13 (axiBUgIMU Ta HedaxiBLUIMU
JIep’KaBHOIO Ta 1HO3EMHHMMM MOBaMH YCHO W NHCHbMOBO, BUKOPUCTOBYBATH X JUIsl Oprasizarii
e(eKTUBHOI MIKKYJIbTYPHOT KOMYHIKaLlii.

ITPH 2. EdextuBHO mpaitoBaT 3 iHpopMalli€ro: 1o6upatu HeoOXiaHy iHdopMmarliio 3
PI3HUX JKepes, 30KkpeMa 3 (paxoBoi JiTepaTypH Ta €lIeKTPOHHUX 0a3, KpUTUYHO aHali3yBaTH U
IHTepIpEeTyBaTH ii, BIIOPSAAKOBYBATH, KIacu(iKyBaTH i CICTeMaTU3yBaTH.

ITPH 3. OpranizoByBaTH NpoIieC CBOI0 HaBYaHHS i CAMOOCBITH.

ITPH 6. BukopucroByBaTH iHpOpMaLiifHi 1 KOMyHIKAIii{HI TEXHOIOT{ UIs BUPIIIEHHS
CKJIQ/IHMX CIelliali30BaHuX 33/1a4 1 mpobieM npodeciitHoi JiSIbHOCTI.

IIPH 7. Po3ymitu OcHOBHI mpobiemu Qinosiorii Ta HiAXoau A0 iX po3B’sA3aHHA 13
3aCTOCYBaHHSM JIOIIJILHUX METO/IIB Ta IHHOBAIIHUX ITiIXO/IB.

IIPH 8. 3natu i po3ymiTH CHUCTEMY MOBH, 3arajbHi BJIACTHBOCTI JITEpaTypH SK
MUCTENTBa CJOBa, ICTOPII0O MOBH 1 JITEpaTypH, L0 BHUBYAIOTHCA, 1 BMITH 3aCTOCOBYBATH IIi
3HaHHS Y podeciiHii AisIBHOCTI.

IIPH 11. 3Haty NpUHOUNMN, TEXHOJOTIi 1 MPUHOMH CTBOPEHHS YCHHUX 1 MHUCHBMOBHX
TEKCTIB PI3HUX YKaHPIB 1 CTUIIIB JEPKABHOIO Ta IHO3EMHUMHU MOBaMH.

ITPH 12. AnanizyBaTyl MOBHI OJIMHUIII, BU3HAYATH iXHIO B3aEMOJIIIO0 Ta XapaKTepu3yBaTH
MOBHI SIBUIIA 1 IPOLIECH, 1O iX 3yMOBIIOIOTb.



ITPH 14. BukopucToByBaTd MOBH, 110 BUBYAIOTHCS, B YCHIH Ta MUCHMOBIH (opmax, y
PI3HHX >KaHPOBO-CTHJIBOBHX PI3HOBHUIAX 1 pericTpax cuiikyBaHHs (odimiitHOMy, HeodiriiiHOMY,

HEUTpalbHOMY), JUIA pO3B’SI3aHHS KOMYHIKQTMBHMX 3aBJaHb Yy IOOYTOBIH,

HaBUaJIbHIN, TpodeciiiHiii, HayKOBiH chepax KUTTS.

IIPH 15. 3nailicHroBatu

JIHTBICTUYHUI,

(b1TTOJIOTTYHHI aHAJTI3 TEKCTIB PI3HUX CTUJIIB 1 )KaHPIB.
ITPH 16. 3uaty i po3yMiTH OCHOBHI MOHSATTS, TEOPii Ta KOHIENIiI 00paHoi ¢inonoriyHoi
criemiaizariii, yMiTH 3aCTOCOBYBATH iX y nMpodeCiiHii MisUTBHOCTI.
IIPH 17. 306upaTu, aHami3yBaTH, CUCTEMAaTU3yBaTH i iHTepHpeTyBaTH (akTH MOBU M

MOBJICHHA Ta BHKOPHUCTOBYBATH

JiTepaTypO3HABUHIA

crierianizoBaHux cdepax mpodeciitHol qisuTbHOCTI Ta/ab0 HaBYaHHS.
ITPH 19. Martu HaBUYKHM y4acTi B HAYKOBUX Ta/a00 MPUKIATHUX TOCITIDKEHHSX Y Tary3i

¢inonorii.

5. Cmpykmypa oceimnbo20 Komnonenma

Ta

iX s po3B’sI3aHHS CKIQAHUX 3adad 1

CYCIIBHIH,

crieniajgbHU

npobieM y

Tabnuysa 2.1. ([Jenna popma)

Cam. Metoan
Ha3Bu 3micToBHX MOaYJIIB i TeM Yceboro | Jlek. Ilpakr. pot Konc,  koHTpOJIIO /
) Bann
5-if cemecTp
3micToBuii Moayanb 1. Foundations of Computational Linguistics
Tema 1. Introduction to Computational
Linguistics: Goals, Scope, and 8 2 2 4 - JC+PMI' /2
Applications
Tema 2. Historical Development and Ke
Milestones in Computationpal Linguistics)./ 8 2 2 4 - JIC+ PMI/ 4
Tema 3. Core Terminology and
Fundamental Concepts in Computational 12 2 4 4 2 JC+PMI'/ 4
Linguistics
Pa3zom 3a moayJiem 1 28 6 8 12 2 10
3micToBuii moayanb 2. Computational Lexicography and Natural Language Processing

Tema 4. Digital Lexicography: Buildin
and Analyz%ng Electrongic IIg)ic}:]tionaries c 13 2 6 4 . JIC+ PMI'/ 10
Tema 5. Introduction to Natural Language
Processing (NLP): Basic Techniques and 10 2 2 6 - JC+PMI'/ 5
Challenges
Tema 6. Approaches in NLP: Rule-Based,
Statistical, and Neural Models 11 2 4 4 1 AC+PMI'/ 5
Pasom 3a moaysem 2 34 6 12 14 2 20

3microBuii moxyan 3. Computational Linguistics, Mach

ine Translation and Al

Tema 7. Machine Translation: History

and Techniques 8 2 2 4 B JICHPMI /5
TeMa_ 8. Evaluating Machine Translation 9 5 5 4 1 JIC+ PMI/ 10
Quality

Tema 9. _ Appll_catlo_n§ of Al in 11 5 4 4 1 JIC+ PMT' /5
Computational Linguistics

Pa3om 3a moay.sem 3 28 6 8 12 2 20




3microBHuit moayJsb 4. Computational Linguistics and Corpus Linguistics

Tema 10. Corpus Linguistics:

Fundamental Concepts and Principles 8 2 2 4 - JIC+ PMI/5

TeMa_l 11. Corpus-Based Linguistic 9 9 9 4 1 JIC+ PMI'/ 5

Studies

Tema 12. Corpus Linguistics in

Computational Linguistics: Building and 13 2 6 4 1 JC+PMI'/10

Analyzing Corpora

Pazom 3a moaysem 4 30 6 10 12 2 40

Ex3amen 30

Bceboro rogun/banis | 120 | 24 | 38 |50 8 100

6-ii cemecTp
3microBuii moayanb 1. Theoretical and Practical Background of Corpus Linguistics

Tema 1. The Evolution of Corpus Linguistics 8 2 2 4 — | 1C+PMI'
/4

Tema 2. Keys terms of Corpus Linguistics 10 2 2 4 2 | 1C+PMI'
/4

Tema 3. Methods and Procedures Used in 10 2 4 4 — | KP+PMI'

Corpus Linguistics. /4

Tema 4. Types of Corpora: their Usage and 10 2 4 4 - | AC+PMI'

Applications /4

Tema 5. Application of Corpora in Applied 8 2 2 4 - JOC+T/4

Linguistics and Different Areas of Linguistic

Research

Pa3om 3a moayJiem 1 46 10 14 20 2 20

3micToBuii moayasn 2. Building and Designing Corpora

Tema 6. Building a spoken corpus: the basics 10 2 4 4 - JC+PMI'
/4

Tema 7. Building a written corpus: the basics 6 2 2 2 - JC+PMI'
/4

Tewma 8. Building specialized corpora 8 2 2 4 - | JIC+T/ 4

Tema 9. The production of dictionaries and 10 2 4 4 - JC+PMI'

grammars /4

Tema 10. Development of Corpus Linguistics 10 2 2 4 2 | IC+PMI'

in Ukraine /4

Pa3zom 3a moayJiem 2 44 10 14 18 2 20

Ex3zamen 30

Bceboro roaun / banis 90 20 28 38 4 100

*®opma kouTpomo: JIC — muckycis, T — tectu, PMI" — po6orta B Manux rpynax, MKP / KP — monynbHa
KOHTpPOJIbHA po0oTa / KOHTposbHa pobota, T — tectr, K — konoksiym, P — penensysanns, [1P — npesenTais.




Tabauys 2.2 (3aouna gpopma)

Metoan
. o Cam.
Ha3Bu 3MicTOBHX MOIYJIiB i TeM Yceboro | Jlek. | IIpakr Konc.| xoHTpOIIIO
poo.
/ baau
5-il cemecTp
3micToBuii moayas 1. Defining Computational Linguistics.
Computational Linguistics in Information Society
Tewma 1. CL as scientific discipline:
key concepts. Computational Linguistics 14 2 2 8 2 JAC/5
and Other Sciences.
Tema 2. Development of theories, approaches and 9 B B 8 1 B
methods of Computational Linguistics.
Tema 3. Modern Computational Linguistics.
Computational Linguistics: Applications in 11 — 2 8 1 IP /5
Real Life.
Pa3om 3a moayJiem 1 34 2 4 24 4 10
3micToBuii MoayJsb 2. Methods of Natural Language Processing
Tema 4. NLP: Syntax and Parsing 13 2 2 8 1 JC/2
Tema 5 NLP: Sematics and its approaches to 11 B 9 8 1 NC /2
formalization
Tema 6._ Discourse Analysis and information 13 9 9 8 1 P/ 6
structuring.
Pa3om 3a moaysem 2 37 4 6 24 3 10
3microBmii Moxysb 3. Computational Linguistics and Corpus Linguistics
Tema 7. Corpus Linguistics and its basic - 8
concepts. Principles of Corpus Linguistics. 12 2 2 -
Corpora for Computational Linguistics.
Tema 8. Co_mputatlonal Corpus A_naly5|s. 12 B 2 8 5 P / 10
Corpus annotation. Part-of-speech tagging.
Pa3om 3a moaysem 3 24 2 2 16 4 30
TH/I3 10
Buan nincymkoBuX pooiT Bban
MopynsHa KOHTpOJIbHA poOoTa 30
YcHe onuTyBaHHS 30
Bceboro ronnn/basnis 90 ‘ 8 ‘ 12 ‘ 64 ‘ 11 100

6-ii cemecTp

3microsuii moaysn 1. Theoretical and Practical Background of Corpus Linguistics

Tema 1. Keys terms of corpus linguistics 6 1 1 4 — | 1C+PMI'
/4
Tema 2. Methods and Procedures Used in 10 1 1 6 2 | JC+PMI'
Corpus Linguistics. /4
Tema 3. Corpus-based vs corpus-driven 10 1 1 6 2 KP+ PMI'
approaches. /4
Tema 4. Types of Corpora: their Usage and 8 1 1 6 — | 1C+PMI'
Applications. /4
Tema 5. Application of Corpora in Applied 8 1 1 6 - JAC+T /4
Linguistics and Different Areas of Linguistic
Research.
Pa3om 3a moayJiem 1 42 5 5 28 4 20




3microBuii moayJis 2. Building and Designing Corpora
Tema 6. Building a spoken corpus: the basics. 10 1 1 6 2 JC+PM /
4
Tema 7. Building a written corpus: the basics. 8 1 1 6 - JC+PMI'
/4
Tewma 8. Building specialized corpora. 8 1 1 6 - JAC+T /4
Tema 9. The production of dictionaries and 12 1 1 8 2 JC+PMI'
grammars. /4
Tema 10. Development of corpus linguistics in 10 1 1 6 2 | OC+PMI'
Ukraine. /4
Pa3om 3a moysem 2 48 5 5 32 6 20
Buau mincymkoBux pooit ban
MonyiibHa KOHTPOJIbHA POOOTa 30
YcHe onuTyBaHHS 30
Bcenoro roaun / bajis 90 10 10 60 10 100

*®opma kouTpomo: JIC — muckycis, T — tectu, PMI" — pobota B Manux rpynax, MKP / KP — monynbna
KOHTPOJIbHA poOoTa / KOHTposbHa poboTa, T — tectr, K — konokBiym, P — penensyBanns, [1P — npesenTaris.

3MicT Ta BU/IU NMNPAKTUYIHHUX 3aB1aHb

Introduction to Computational Linguistics: Goals, Scope, and Applications
Introduction to the goals, scope, and main directions of computational linguistics;
overview of modern applications of computational linguistics in various fields; working
with computer systems for processing information of different types.

Instruments, Platforms, Technologies: Basic text processing tools, text processing libraries

Historical Development and Key Milestones in Computational Linguistics
Studying the historical development and key milestones in the field of computational
linguistics; analysis of the development of corpus linguistics in Ukraine; introduction to the
evolution of natural language processing methods.

Instruments, Platforms, Technologies: Historical corpora, archival linguistic resources,
systems for analyzing the development of language technologies

Core Terminology and Fundamental Concepts in Computational Linguistics
Mastering basic terminology and fundamental concepts of computational linguistics;
studying key terms of corpus linguistics; introduction to the conceptual framework of the
field.

Instruments, Platforms, Technologies: Terminological databases, glossaries, electronic
reference systems

Text Checking Tools. Checking and correcting text grammar and style; preparing materials for
automated tests using corpus data; extraction of lexical and grammatical patterns; building
word lists and frequency dictionaries; tasks for stylistic analysis of texts; adaptation of
educational materials using corpus-based approaches; creation of exercises based on
authentic language usage; development of error detection and correction systems; using
corpus data for language pedagogy; analyzing learner errors through corpus linguistics
methods.

Instruments, Platforms, Technologies: LanguageTool (languagetool.org), Grammarly, online
grammar and style checking instruments, language teaching tools

Digital Lexicography: Building and Analyzing Electronic Dictionaries
Creating and analyzing electronic dictionaries; working with lexicographic databases;
structuring dictionary entries; developing search and filtering methods for dictionary data;
updating VESUM (vesum.nlp.net.ua); working on the development of dictionary portals
r2u.org.ua and e2u.org.ua; applying computer algorithms for compiling electronic




dictionaries; defining types of hypertext systems and features of their functioning in
electronic dictionaries; creating dictionaries based on corpus data.

Instruments, Platforms, Technologies: VESUM (vesum.nlp.net.ua), online dictionary portals
r2u.org.ua and e2u.org.ua, dictionary data management systems, HTML, XML, semantic
knowledge bases (OWL, ontologies), hypertext TEI (Text Encoding Initiative), electronic
dictionaries, databases

Working with Linguistic Portals. Extracting and analyzing data from web sources; working
with markup languages and data formats; building systems for text classification and
categorization; creating and managing structured databases; web scraping and data mining;
processing and normalizing text from diverse sources; implementing search and retrieval
systems; developing web-based linguistic resources; working with metadata; analyzing
web content for linguistic research.

Instruments, Platforms, Technologies: Mova.info, Google Analytics

Search and Classification Systems for Electronic Texts. Extracting and analyzing data from
web sources; working with markup languages and data formats; building systems for text
classification and categorization; creating and managing structured databases; web
scraping and data mining; processing and normalizing text from diverse sources;
implementing search and retrieval systems.

Instruments, Platforms, Technologies: Elasticsearch, Apache Solr, quality assessment tools,
statistical analysis software, annotation platforms

Introduction to Natural Language Processing (NLP): Basic Techniques and Challenges
Applying basic natural language processing techniques; introduction to main NLP
challenges; text tokenization; morphological analysis; performing tasks based on applied
methods of language description and processing for computer systems; data processing
(analysis, search, filtering, reproduction, etc.) using computer technology.

Instruments, Platforms, Technologies: NLP libraries, TMKX, tokenizers, language corpus
processing systems, morphological analysis tools

Approaches in NLP: Rule-Based, Statistical, and Neural Models
Studying rule-based approaches to language processing; applying statistical methods in
NLP; introduction to neural network models for natural language processing; comparative
analysis of different approaches; practical work with various models.

Instruments, Platforms, Technologies: Statistical analysis libraries, machine learning
frameworks, LanguageTool (languagetool.org/uk), Grammarly, spelling and grammar
modules, NLP tools

Machine Translation Systems and CAT-tools. Translation memory systems; creating and
managing glossaries and terminology databases; tasks for alignment and segmentation of
parallel texts; translation quality assessment; working with TMX and TBX formats;
localization of software and multimedia content; using machine translation engines within
CAT tools; extraction and management of multilingual terminology; creating specialized
translation memories for different domains; developing bilingual lexical resources.

Instruments, Platforms, Technologies: SDL Trados, memQ, SmartCAT, MemoQ, Translation
Memory systems

Automatic Text Summarization and Indexing. Automatic text generation and refactoring;
building tools for creating document outlines; obtaining structured information from text;
indexing and classification of documents; keyword extraction; automatic summarization of
texts; generating abstracts and annotations; text clustering and categorization; topic
modeling and semantic analysis; building recommendation systems based on text content;
entity recognition and relationship extraction; implementing information retrieval systems;
creating searchable text databases; developing text mining applications; sentiment analysis
and opinion extraction.

Instruments, Platforms, Technologies: Python, NLTK, spaCy, Gensim, TextRank, advanced
summarization algorithms



Applications of Al in Computational Linguistics. Exploring Al-powered language
technologies; implementing chatbots and virtual assistants; working with language models;
analyzing sentiment and emotion; applications in information extraction and text
generation.

Instruments, Platforms, Technologies: HTML, XML, JSON processing, SQL databases, TEI
(Text Encoding Initiative), Al libraries, neural network frameworks

Corpus Linguistics: Fundamental Concepts and Principles. Corpus Linguistics in Ukraine
Studying fundamental concepts and principles of corpus linguistics; introduction to key
terms of corpus linguistics; understanding methods and procedures used in corpus
linguistics; working with electronic corpora.

Instruments, Platforms, Technologies: T'PAK (uacorpus.org), corpus managers, text
annotation and markup tools, Sketch Engine

Corpus-Based Linguistic Studies
Conducting corpus-oriented linguistic studies; frequency analysis, collocations and
concordances; processing I'PAK corpus data for lexicographic purposes; application of
corpora in applied linguistics and various areas of linguistic research.

Instruments, Platforms, Technologies: I'PAK (uacorpus.org), corpus managers, statistical
analysis tools, Sketch Engine, Pandas library, TF-IDF

Corpus Linguistics in Computational Linguistics: Building and Analyzing Corpora
Collection and preparation of text data for text corpora; development and standardization
of text markup; compiling word lists based on corpora; creating thematically-oriented text
collections; part-of-speech analysis; search and analysis of collocations; construction and
statistical analysis of corpus data; export of knowledge about grammaticalized lexemes;
extraction of lexical semantics phenomena (synonyms, antonyms, etc.); building a spoken
corpus - basics; building a written corpus - basics; creating specialized corpora; creating
grammars based on corpus data; development of corpus linguistics in Ukraine.

Instruments, Platforms, Technologies: T'PAK (uacorpus.org), corpus managers, text
annotation and markup tools, Pandas library, Sketch Engine, TF-IDF, markup tools

6. 3asoannsa ona camocmiiiHo2o ONPaAuIOBAHHA

Tabauys 3
KinbkicTb
TOJAUH
Tema
OeHHa 3a0uHa
dopma dopma
5-ii ceMecTp

Tema 1. Computational and Theoretical Linguistics 4 8
Tema 2. Computational Linguistics as engineering 4 8
Tema 3. CL in Ukraine 5 8
Tema 4. The notion of computer metaphor 4 8
Tema 5. Differences between the work of the human mind and computer 5 8
Tema 6. Constraints in the context-free grammar 4 8
Tema 7. The Earley algorithm. Comparing top-down and bottom-up parsing 4 8
Tema 8. Deep learning for Automated Sentiment Analysis of social media. 4 8
Tema 9. Al and Sentiment Analysis 5 8
Tema 10. Theory-driven and Corpus-driven Computational Linguistics and 5 5
the Use of Corpora

Tema 11. Computational Linguistics and Al 6 10
Pazom 50 88




6-if cemecTp

Tema 1. The use of corpora in language teaching

Tema 2. The use of corpora in language teaching

Tema 3. The use of corpora in teacher education

Tema 4. The use of corpus linguistics in the study of health communication

Tema 5. The use of corpora in language testing

Tema 6. The use of use of corpus linguistics in sociolinguistics.

Tema 7. The use of corpus linguistics in the study of media discourse

Tema 8. The use of corpus linguistics in forensic linguistics

Tema 9. The use of corpus linguistics in the study of political discourse
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Tema 10. The use of corpus linguistics in translation studies
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Pazom

IV. IloaiTnka OWiHIOBAHHSHA

OruintoBaHHsS 3700yBayiB OCBITH PEryMO€Thes [lONONKEHHSIM TIPO TIOTOYHE Ta MiJACYMKOBE
OLIIHIOBAHHS 3HaHb 3/100yBayiB BUILOi ocBiTH BHY imeni Jleci Ykpainku.

Ilonimuka euknadaua wyodo 3006yseaua oceéimu. Ilpu BuBuenHi OK KoprycnHa miHreictuka
3100yBad OCBITH OIAHOBYE TeMH, 3a3HadyeHi y cuinadyci. [lis OLiHIOBaHHS 3HAaHb CTY/ACHTa
BUKOPUCTOBYIOTh JIBA BHJIW KOHTPOJIO: IMOTOYHUN Ta MiACYMKOBHH. [I0TOYHMIA KOHTPOIH BKIIOUAE
TECTYBaHHsI, ONUTYBaHHS, PoOOTYy B MajHMX TIpynax, BeleHHs muckycii. Taki ¢GopMH KOHTPOJIO
JIO3BOJISIFOTH TEPEBIPUTH PiBEHb IMIATOTOBKH CTYACHTIB JIO KOXKHOTO 3aHATTS, BMIHHSA OIEPYBaTH
BUBYCHUM MarepiajioM, JIOTYHO 1 IOCHIIJIOBHO BUKOHYBaTH 3aBJaHHs. I[luTaHHsa (3aBHaHHsA AJs
CaMOCTIHHOTO OIPAIIOBAHHS) NIEPEBIPSIOTH BMIHHS MIPAIFOBATH CAMOCTIHHO, BHOKPEMITFOBATH TOJIOBHI
Ta JAPYrOps/IHI acleKTH, CTABUTH 3alIMTAaHHS 1HIIUM YYaCHHUKaM OCBITHBOTO Ipolecy. MakcuMmanbHa
KUTBKICTh OajiiB, SIKYy MOXE HAaOpaTH CTYACHT 3a 3MICTOBI MOXYJi SK y INEPIIOMY, TaK 1 APyromy
cemectpi, cTaHOBUTH /0.

Ilonimuka w000 6U3HAHHA pe3yTbMAamié HAGYAHHA, OMPUMAHUX Y opmanbHill,
Heghopmanvuiii ma/ado ingpopmansin oceéimi. 3rigno 3 [IOJIOXKEHHAM npo BU3HAHHS pe3yIbTaTiB
HaBYaHHs, OTPHUMAaHUX V dopMaIbHIN, HedopMaiabHiil Ta/abo iHbDopManbHiil ocsiTi v BHY imeni Jleci
YkpaiHku Ta pillIeHHSM HayKOBO-METOAMYHOI KoMmicii (akynbreTy iHO3eMHoi ¢inosorii Bix 02.02.2022
p., mpoTokoa Ne 7, 3m00yBayaM OCBITH MOXYTh OyTH 3apaxoBaHl pe3yJbTaTH HaBYAHHS, OTPUMaHI y
dopmanbHiil, HepopmabHill Ta/abo iHGOpMaTbHINA OCBITI.

Ilonimuka w000 akademiunoi 0odpouecrnocmi. IloniTuka MO0 akageMIYHOI JOOPOYECHOCTI
yHopMmoBaHa B Kogekci akajnemiunoi joOpodecHocti BHY imeni Jleci YkpaiHKH, 3TiJTHO 3 SKUM
YYaCHUKM OCBITHBOTO IMIPOLECY MalOTh YCBIIOMJIIOBATH  3HAUYYILIICTh HOPM  aKaJeMIYHOL
JOOPOYECHOCTI, JOTPUMYBATHCS HaBUAIbHOI €THKH, TOJEPAHTHO CTABUTUCS O BCIX YYaCHMKIB
nporiecy HaBYaHHA, JOTPUMYBATHCS pO3KIALy HABYAJIBHOTO TIPOIECy, 30KpeMa 3a00pOHEHO
CHMCYBaHHA IiJ] Yac TecTy (y T.4. 13 BUKOPUCTaHHAM MOOUIbHUX TenedoHiB). 3100yBay OCBITH
HEOOXIJTHO CKJIaJaTH BCl 3aBJaHHS CaMOCTIHHO, 0€3 OMOMOTH CTOPOHHIX OCi0; HajgaBaTh s
OLIIHIOBAHHS JIMILIE Pe3yJIbTaTH BIacHOI pOoOOTH; HE MyOIiKyBaTH BiANOBiAEH 10 TECTY Ta MMChbMOBUX
3aB/JaHb; 3a3HayaTH JpKepena iHQopmamii Ta mnocuiaTHcs Ha poOOTy IHIIMX aBTOpPIB y pasi
BUKOPUCTAHHS PE3yJbTATIB IXHBOI pOOOTH; HE BAABATHCS /10 KPOKIB, 1110 MOXKYTh HEYECHO MOTIpPIIUTH
YH MOKPAIIUTH Pe3yIbTaTH 1HIIUX 3100yBaviB OCBITH.

Ilonimuka w000 dednaiinie ma nepecknadannsa. Y pasi BiICYTHOCTI 3 00’€KTUBHUX MPUYHUH
(HampuKIaa, XBopoOa, HABYAHHS 3a MPOTPaMOI0 MOABIHHOTO JUIUIOMA, 3 BUKOPUCTAHHSM E€JIEMEHTIB
nyanbHOi (opmu 3M00yTTS OCBITH, MDKHApOAHA akKageMiuHa MOOITBHICTh) HA JEKIIHHOMY YH
CEMIHapChKOMY 3aHSTTI 3/100yBad OCBITHM CAMOCTIMHO MPOXOAMTH NPONYLIEHY TeMY/TeMH U MoOxe
3BEpHYTHCS 3a KOHCYJbTAlli€l0 O BHKIaAada. Marepiaql HpPOMYIIEHOTO0 CEMiHapChKOTO 3aHSATTS
3100yBad OCBITH 3a MOTOJDKEHHSIM 3 BHUKJIaJaueM MOXKE BIANpPAIIOBATH B OHJaWH/odiaitH-popMmaTi
(BIIMOBIIHO JI0 3aTBEPXKEHOro Tpadiky KOHCYIbTalid Kadeapu MpUKIaIHOI JIHTBICTUKH), ane He



https://ed.vnu.edu.ua/wp-content/uploads/2025/06/2025.-%D0%9F%D1%80%D0%BE-%D0%BF%D0%BE%D1%82%D0%BE%D1%87%D0%BD%D0%B5-%D1%96-%D0%BF%D1%96%D0%B4%D1%81%D1%83%D0%BC%D0%BA.%D0%BE%D1%86%D1%96%D0%BD%D1%8E%D0%B2%D0%B0%D0%BD%D0%BD%D1%8F.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2025/06/2025.-%D0%9F%D1%80%D0%BE-%D0%BF%D0%BE%D1%82%D0%BE%D1%87%D0%BD%D0%B5-%D1%96-%D0%BF%D1%96%D0%B4%D1%81%D1%83%D0%BC%D0%BA.%D0%BE%D1%86%D1%96%D0%BD%D1%8E%D0%B2%D0%B0%D0%BD%D0%BD%D1%8F.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf
https://ra.vnu.edu.ua/wp-content/uploads/2023/06/Kodeks-akademichnoyi-dobrochesnosti.pdf

Hi3HIIIEe TPUKIHIEBOTO 3aHATTSL.

3100yBavi OCBITM MAalTh MOXJIHMBICTh TOPYIIUTH OYyIb-SIKE TMHUTaHHS, SIKE CTOCYETHCS
IPOLEAYPH MIPOBECHHS UM OIIHIOBAHHS 3aBIaHb Ta OYIKYBaTH, III0 BOHO OyAe PO3TISHYTO 3TiAHO i3
Harepel BU3Ha4YeHUMU npoueaypamu y 3BO (nuB. [1o10eHHS PO NOPSJIOK 1 IPOIIeTyPH BUPIIICHHS
koHGbikTHUX cutyanid y BHY imeni Jleci Ykpainku, nyHkT 5 «BPEI'YJIIOBAHHA KOH®JIIKTIB
Y HABUAJIBHOMY ITPOLIECI»).

Honimuka w000 6usHaHHA pe3yibmamié HAGUAHHA, OMPUMAHUX Yy (opmanbHill,
Heghopmanvuiii ma/abo ingpopmansvhini oceimi. 3rinHo 3 [1oI0KEHHSIM PO BHU3HAHHS PE3YJITATIB

HAaBYAHHS, OTPUMAHUX vV dopMaiabHii, HehopManbHill Ta/abo iHdopmansHii ocsiti v BHY imeni Jleci

YkpaiHKK Ta pilIEHHSM HayKOBO-METOAMYHOI KOMicCii (akynpTeTy iHO3eMHOI ¢inonorii Bix
02.02.2022 p., mpotokoxn Ne 7, 3mo0yBayam OCBITH MOXYTh OyTH 3apaxoOBaHi pe3yJabTaTH HAaBYAHHS,
oTpuMaHi y opmManbHil, HeopMalibHIK Ta/ab0 iHHOpPMaIBHIN OCBITI.

V. lincyMKoBHiA KOHTPOJIb

@®opmoro mincymkoBoro KoHTpomo OK Komm’rorepHa miHrBicTHKa € ex3ameH. Jlis
OLiHIOBaHHA 3HaHb 30 BUKOPUCTOBYIOTH JBa BUIM KOHTPOJIO: IOTOYHUN Ta MiJCyMKOBHUH.
MaxkcumanbHa KUTbKICTh OaiiB, aKy 30 MOXe OTpUMAaTH 33 MOTOYHUN KOHTPOJIb, CTaHOBHUTH 70 OaiB.
Mpotsirom cemectpy 30 moBuHEH Habpatu He MeHIe 35 6amiB (K JOMYCK J0 CKJIAIaHHA icHTY). Y
BUMAJKY, K0 30 oTpuMaB MeHIle, Hik 35 0aliiB, BiH He MOKe OYTH TOMYIICHUM JI0 €K3aMEeHY.

[TincymxoBy cemectpoBy oiminky 3 OK Kowmm’iorepHa niHrBicTHKa Oyle BHCTaBICHO 3a
pe3ysibTaTaMu CKIagaHHs ek3ameny (30 GaiiB), IKUil BKIIOYa€ BUKOHAHHS MPAKTHYHOTO 3aBaanHs (15
OaniB) Ta ycHe onutyBaHHs (15 OaniB, 3 muranHs mo 5 GaumiB). Po3mozin GayiB MOTOYHOrO I
iJICYMKOBOT'O KOHTPOJIIO HaBeAeHO B Tabmuisx 4.1. ta 4.2. YV Bunmaaxky He3aJOBUIbHOI I1JCYMKOBOI
ouinku (Menme 60 6aiiB) 3100yBa4 OCBITH MEPECKIIAIa€ €K3aMeH 3 OCBITHROTO KOMIIOHEHTY Yy TIepio[,
BU3HAYEHUH PO3KJIaI0M 3alikoBoi cecli. [lepecknananns ek3aMeHy JAONYCKA€eThCsl He Oifblle, SK JBa
pasu: O/IMH pa3 — BUKJIaJjaueBl, APYTUil — KOMICIi, IKy CTBOPIO€E JIeKaH (aKyJIbTETy.

Tabnuys 4.1. (5-it cemecmp, Oenna ma 3aouna popmiu)

. . N 3araiabHa

IHoToyHHH KOHTPO/Ib IHincymKoBHi KOHTPOIb . .
. . KiJIBKiCTH

(max 70 6aiB) (max 30 6aJiB) .

0aJiB
. . . . . .. | 3micToBHi
3micToBuii | 3MicToBUI| 3MICTOBUI YcHe
moayib 4 | [IpakTuuHe 3aBraHHS
Monynb 1 | moxyns 2 | mMomynb 3 / THII3* ONUTYBaHH: 100
10 20 20 20 15 15

* 0111 3a04HOIl hopMmu HABUAHHSL
Tabnuys 4.2. (6-11 cemecmp, Oenna ma 3aouna ghopmu

. . . 3aranbHa

IloToyHMiT KOHTPOJIb HigcymkoBHil KOHTPOJIb . .
. . KiJIbKiCTH

(max 70 6aJiB) (max 30 6aJiB) .

0aJjiB
3MicTOBHI MOJTylTb | 3MICTOBUI MOAYIb VYcue
[TpakTHyHe 3aBIaHHS
1 2 ONUTYBaHHS 100
30 40 15 15

Iuranns 1o ex3ameny (5-i cemecTp)
1. Computational linguistics and its basic concepts.
2. Definitions of Computational Linguistics.
3. The history and development of Computational Linguistics.


https://hel1.your-objectstorage.com/vnustorage/s3fs-public/inline-files/polozhennya-pro-poryadok-i-protsedury-vyrishennya-konfliktnykh-sytuatsiy.pdf
https://hel1.your-objectstorage.com/vnustorage/s3fs-public/inline-files/polozhennya-pro-poryadok-i-protsedury-vyrishennya-konfliktnykh-sytuatsiy.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf

The state of Computational Linguistics in Ukraine.

Formal foundations and current methods of Computational Linguistics.

The relationship between Computational Linguistics and Theoretical Linguistics.
The distinction between Computational Linguistics and Applied Linguistics.
Computational linguistics as engineering.

Common applications of Computational Linguistics.

. How Computational Linguistics benefits language processing.

. Differences between the work of the human mind and a computer.

. Tackling problems in Computational Linguistics.

. Overcoming challenges in language processing.

. The role of algorithms in addressing Computational Linguistics problems.
. Hlustrating Computational Linguistics through examples.

. Theories and approaches in Computational Linguistics.

. The future of Computational Linguistics and language processing.

. The notion of the computer metaphor.

. Men and machines: The computational metaphor.

. The Computational Theory of Mind.

. The connection between the Computational Metaphor and Cognitive Psychology.
. The connection between the Computational Metaphor and Acrtificial Intelligence.
. Syntax analysis and its role in Computational Linguistics.

. The importance of Al-driven syntax tree generation in Computational Linguistics.
. Syntax analysis software.

. Levels of natural language: Phonology, Morphology, Syntax, Semantics, Discourse, Pragmatics.
. Natural language as a formal language.

. Sentence structure in English.

. Syntax analysis: Definitions and key concepts.

. The role of tokens in formal approaches to syntax analysis.

. Formation of parse trees and types of parsers.

. Types of syntax analysis models.

. Applications of syntax analysis in natural language processing (NLP).

. Challenges in syntax analysis.

. Phrase-structure grammar and its components.

. Context-free grammars in syntax analysis.

. Constraints in context-free grammar.

. Parsing algorithms for context-free grammars.

. Comparing top-down and bottom-up parsing.

. The Earley algorithm in parsing.

. Chomsky hierarchy and its relevance to the theory of computation.

. Discourse analysis in Computational Linguistics.

. Discourse analysis and information structuring.

. Discourse analysis: Text grammar and organization.

. Discourse analysis: Organizing world knowledge.

. Grouping facts by topic in discourse analysis.

. The role of frames in discourse analysis.

. The role of scripts in discourse analysis.

. The role of plans in discourse analysis.

. Analyzing narratives using scripts and plans.

Iuranns 1o ex3ameny (6-i cemecTp)
The origins of corpus linguistics.
The evolution of corpus linguistics.
The future outlook for corpus linguistics.
The theoretical and practical applications of corpus linguistics.



The different types of corpora in corpus linguistics.
The key terms in corpus linguistics.
The advantages and disadvantages of using corpora.
The necessity of using corpora in certain situations.
The process of searching and presenting concordance lines.
. The peculiarities of concordance lines.
. The issues in accessing and interpreting concordance lines.
. The use of frequency and key-word lists in corpus analysis.
. The measurement of collocation in corpus linguistics.
. The application of collocational information in language analysis.
. The categories and annotation in corpus linguistics.
. The roles of tagging and parsing in corpus analysis.
. The process of corpus annotation.
. The steps involved in building a corpus.
. The challenges in building a multimodal corpus.
. The key aspects of building a spoken corpus.
. The process of building a written corpus.
. The creation of small specialised corpora.
. The methods used to build a corpus representing a language variety.
. The construction of a specialised audio-visual corpus.
. The differences between parallel and comparable corpora.
. The concept of phraseology in linguistic studies.
. The relationship between lexis and grammar in corpus linguistics.
. The manifestation of language variation in corpora.
. The key parameters of variation in language.
. The measurement of co-occurrence of variation in corpora.
. The role of variation in language description.
. The use of corpora in academic language studies.
. The role of corpora in language testing.
. The methods of corpus analysis.
. The use of corpora in the production of dictionaries and grammars.
. The application of corpora in translation studies.
. The contribution of corpora to literary studies and stylistics.
. The use of corpora in forensic linguistics.
. The concept of data-driven learning in corpus linguistics.
. The design of materials based on corpus data.

. The concept of reciprocal learning and the use of parallel concordances.

. The integration of corpora in language teaching.

. The concept and distinctive features of multimodal corpora.
. The application of corpora in sociolinguistics.

. The use of corpora in the study of media discourse.

. The relationship between corpus linguistics and computational linguistics.

. The distinctive features of multimodal corpora.

. The different types of multimodal corpora.

. The application of multimodal corpora in linguistic studies.
. The practical applications of corpora in applied linguistics.
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