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I. Onuc 0CBITHLOI0 KOMIIOHEHTA
Tabauys 1 (/lenna gpopma)
I'any3b 3HaHB,
HajimenyBanHs1 creniajbHICTh, XapakTepucTHKA OCBITHHOTO
NMOKA3HHUKIB OCBIiTHSI Mporpama, KOMIIOHEHTAa
OCBITHIll piBeHb
HopmaTuBumii

J/leHHa (popMa HABYAHHSA

KiibkicTb
rogun/kpeautiB: 90 rox. /
3 KpeauTu

ITH/3: nemae

03 I'ymaniTapni HayKHn
035 dinoaoria
IMpuxaagna
ginrBicTuka. Iepexaan i
KOMII'IOTepHAa
JIHrBicTHKA.
bakanasp

Pik naBuanusa: 4

Cemecrp: 7-nii

Jexkuii: 16 rog.

Ipakruuni (ceminapcenki): 30 rox.
Koncyabrauii: 6 ronu.

Camocriiina po6ota: 38 rog.

dopMa KOHTPOJIIO: 3JTIK

MoBa HaBYAHHA

anenitcoxa

Tabnuys la (3aouna ghopma)

I'any3b 3HaHB,

HaiimenyBaHHs creniajJbHiCTh, XapakTepucTHKA OCBITHHOTO
MOKA3HUKIB OCBIiTHSI Mporpama, KOMIIOHEHTAa
OCBIiTHIll piBeHb
HopmaTuBHuii

3aouHa popma HABUYAHHS

KinbkicTs
rogun/kpeautis: 90 rox. /
3 KpenuTu

IH/3: nemae

03 I'ymaniTapHi Haykn
035 dinogaoris
IIpukaagna
aginreicTuka. Ilepexaan i
KOMIT’IOTepHa
JIHTrBiCTHKA.
bakaaasp

Pik HaBuanusa: 4

Cemectp: 7-uit

Jlekmii: 4 ron.

IIpakTnuHi (ceminapcbki): 8 ron.

Camocrtiiina po6ora: 68 ron.

Koncyabrauii: 10 rox.

DopmMa KOHTPOJIIO: 3K

MoBa HaBYaHHA

aH2alcbKa

IL.
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HAJICWJIaTH Ha eJIEKTPOHHY CKPUHBKY, 3a3HaYeHY B cuialyci.




I11. Onuc ocBiTHLOI0 KOMIIOHEHTA

1. Anoranigs. OK MoBieHHEBI TeXHOJOrT 1 MOBHI MOJEIl € BaroMuM CKJIAJHUKOM
MIATOTOBKM 0OakajmaBpa 3a OCBITHhO-podeciiiHo mnporpamoro IlpukiaagHa JiHrBicTHKA.
Iepexnax i komm’wTepHa JiHrBicTMka. PO3BUTOK Ta TOMMPEHHS CYYacHUX LUPPOBUX
TEXHOJIOTIM y BCl Trajly3i JIOJICBKOTO KUTTS MPU3BOAUTH JI0 MOCTIHHOTO MOILIYKY ONTHMAalTbHHUX
dopMm KoMmyHiKamii «IitoguHa — KoMl foTtep». CaMe TOMy B LIEHTpI yBard Cy4acHOi JIIHIBICTUKU
ONMHSIETHCA NPUPOJHA MOBa Ta crocodu i1 aganmramii 3a11s OUCTAHIIMHOrO KOHTPOIIO Ta
KEepyBaHHS PI3HOMAHITHUMH MPHUCTPOSIMH, WIO CIPOUIYIOTh MisTIBHICTD JIOAWHU. TexHosorii
CHUHTE3y Ta pO3Mi3HaBaHHS MOBJICHHS IIHPOKO 3aCTOCOBYIOThCS y Oaratbox cdepax >KUTTA —
MEINYHii, BIHCHKOBIH, TPAaHCIIOPTHIH, Y TEIEKOMYHIKaLisAX, y cdhepi po3Bar Ta B IpoIieci HaBYaHHSI.
AxtyanbHicTh BBefeHHa OK MoBiIeHHEBI TEXHOJOTII 1 MOBHI Mojell CHpUYMHEHA aediruTom
¢axiBLiB 31 CTBOpPEHHS Ta BHKOPHCTAaHHS BiAMOBIJHOTO MPOrPAaMHOIO 3a0e3MeueHHs, a TaKOX
HU3KOI0 HEBHUPILMICHUX MPOOJIeM pO3Mi3HABaHHS MPHUPOJAHOIO MOBIIECHHS JIOAUHHU, KOMIT IOTEPHOTO
CUHTE3y MPUPOJHOTO MOBJCHHS Ta onTuMizamii mux mnporneciB. 06’ckmom BuBueHHs OK e
JOCTIIPKEHHST MOBJICHHEBUX TEXHOJIOTIM Ta MOBHUX MOJeENel, CHHTe3y Ta pO3Mi3HaBaHHS
MOBJICHHS, BHKOHAaHOTO MAIIMHOIO (KOMIT'IOTEPOM), a HnpeomMemom — Cy4dacHI METOIu Ta
QITOPUTMHU  PO3Mi3HABAHHSA MPUPOJHOTO MOBIEHHS JIOAMHH, CIIOCOOM CHHTE3Y MOBIICHHS,
IPOTPaMHI MPOAYKTH, IO BUKOPHCTOBYIOTHCS 37151 BUPIIICHHS [UX 3aBJaHb, & TAKOX MOIIUPEH]
npo0JieMu, 1110 CTal0Th Ha 3aBajll €EeKTUBHOCTI KOMYHIKAIIIl «JTF0IMHA — KOMIT FOTEPY.

2. Ipepexsisumu i nocmpexegizumu. IlpepekBizutu: OK Vkpainceka MoBa (3a
npodeciiinuMm crpsmyBanusMm), OK Amnrmiicbka MoBa (3HaHHS Ta PO3YMIHHS aKyCTHYHHUX 1
¢izionoriyHuX (ApTUKYISALIAHUX) BIACTUBOCTEH MOBH, 3HaHHS OCOONMHMBOCTEH (DYHKIIOHYBAaHHS
MOBHHUX oOJIuHUIL pi3HuX piBHIB), OK Bceryny g0 daxy (po3yMiHHS OpHHIHUIIB POOOTH 3
dopmarnizoBaHOIO MOBOIO Ta yMiHHA iX 3actocoByBatH), OK Ilpuknamna JiHTBicTHKA,
OK Kowmm’rorepHa niHrBicTHKa (YMIHHS KOPHCTYBATHCS 3HAaHHAMHU 3 (DOpPMalbHOT CEMaHTHKHU JUIs
dopmamizarii mosneHHs1), OK Marematnuna Jorika (THOceoNoriuHMN (TMi3HABAIBHUM) 1

(bopManbHO-IOTTYHUHA acIeKkTn), OK [HdopmaniitHo-KOMyHiKaIiiHI TEXHOJIOTI,
OK IIporpamyBanHsi 1 0a3u JaHMX (BaXJIUBY poOJb A 3a0€3MEYEHHs YCHIIIHOI KOMYHIKaIli
«WIIOAMHA — KOMIT'IOTep» BIJIrpae JOCKOHAJNE BOJOIIHHS MOBOIO IPOTPaMHOTO MPOIYKTY,

MEXaH13MIB PO3Ii3HAaBAHHS JIFOJICBKOTO MOBJICHHS 1 METOIB MOT'0 KOMIT FOTEPHOTO CHHTE3yBaHH, a
TAaKOXX JIOKJaJHE 3HAaHHSI BHMOI Ta TNOTEHIIMHHUX CKJIAJHOINIB Yy Tpoleci BUKOPUCTAHHS
POTPAMHOTO TPOAYKTY); duTaeTbess oaHouacHo 3: OK Teoperwuna i mpuKiIajgHa JIIHTBICTHKA,
OK UlTy4yHuii iHTENEKT Ta MpUKIAAHI iHpopMaliiHi TexHonorii. Jlo nocmpekeizumie HaleKUTh:
OK TeopeTrnuHa 1 mpuKIagHa JIHIBICTUKA.

3. Mema i 3a60anna. Memoro Buknananas OK e ¢opMyBaHHS 0013HAHOTO KOpPHUCTyBaua
IPOrpaMHOro 3a0e3MeyeHHs 13 MOBJEHHEBUX TEXHOJIOTIH, SKI 3MOXYTh 3[1HCHIOBATH POOOTY 3
dopmanizaiii MOBU W pO3pOOISATH ANTOPUTMHU JUIsI CTBOPEHHS MOBHUX Mojeneidl. Y mporeci
BuBueHHs OK 3100yBaui OCBITM JAETATbHO PO3IIISIAIOTH MPOIECH MPUPOJHOTO MOBJIEHHS,
aHaNi3yl0Thb IMMOBIpHI mpoOieMu TMpH HOro IMTYYHOMY CHHTE31 Ta pO3Mi3HaBaHHI U
03HAOMJTIOIOTBCS 3 0a30BUMU MPOTpaMHUMH MPOAYKTaMU B Traiy3i CHHTE3y Ta pO3Mi3HaBaHHS
MoBNeHHS. Ocnognumu 3aedannamu OK €: mOrmuOUTH TEOPETHYHI 3HAHHS CTYACHTIB IPO
IPOLECH MPUPOJHOTO JIOJACHKOTO MOBJIEHHS, 30KpeMa — IMpOJIyKyBaHHS 3BYKiB, (OHETUYHI
(eHOMEeHH Ta OCOOJIMBOCTI BHMMOBH; PO3IIMPUTH 3HAHHS CIyXayiB MPO CHOCOOM KOMI IOTEPHOI
00poOKkH, 30epekeHHs Ta Mepenadl 3ByKOBOIO CUTHANY; MpoaHalli3yBaTH KJIKOYOBI BIXH B iCTOpIi
PO3BHUTKY JIHIBICTUYHOI HAYKH Y cepl KOMYHIKALIl «II0IMHA — KOMIT I0TEP» IPUPOAHOI0 MOBOIO;
o3HalloMuTH 3700yBayiB 13 CYy4aCHHMHU METOJaMH KOMII IOTEPHOIO pO3Mi3HABAHHS MPHUPOJIHOTO
JIOICBKOTO MOBJICHHS, JIIHTBICTUYHMMHU THpoOieMamu, L0 CYIMPOBOJKYIOTh IIe mporec Ta
NUIIXaMU  iX  BUPINICHHS; PO3BUHYTH TIPAaKTUYHI HAaBUYKH BUKOPUCTAHHS IPOTPAMHOTO
3a0e3neueHHs] 3 pO3Mi3HaBaHHS NMPHUPOIHOTO JIIOJACHKOIO MOBIJIEHHS; O3HAMOMHUTH 3700yBadiB i3
HAWHOBIIIMMHU METOJJaMU KOMIT FOTEPHOTO0 CUHTE3YBaHHS MOBJICHHS, JIIHTBICTHYHUMH MTPOOJIEeMaMu,



IO CYNPOBOXKYIOTh II€H TMpOoLEeC, Ta IUIIXaMHU iX BUPILICHHS; PO3BUHYTH NPAKTUYHI HAaBHYKU
BUKOPUCTAHHS IPOTPAMHOT0 3a0€3Me€4YEHHS 3 CHHTE3y IPUPOJHOIO MOBJICHHS.

Memoou naeuannsa. Ilin gyac Buxnamanas OK MosnenHeBl TtexHosnorii 1 MOBHI Mozeii
BUKOPUCTOBYIOTbCS ~ Takl ~ METOAM  HABYAHHA: TPAJULIKHI: NOACHIOBAIbHO-UTIOCTPATUBHUMA;
YaCTKOBO-TIOITYKOBHH; MPOOIEMHO-TIONTYKOBUI; aKTHUBHHUN (HaBUaHHS 1HIINX); 1HTEPaKTHBHHUN
(BiAMOBIZI HA 3amMTaHHS 1 OMUTYBaHHS JYMOK CTYJCHTIB; aHaJi3 iICTOpIN 1 CHTYyalliid; AUCKYCIl Ta
nebaru; poboTa B rpymnax); METOJl KOHTPOJIIO Ta CAMOKOHTPOJO. [HHOBAIIIWHI: 3aHATTS HA OCHOBI
1H(popMaIiHHO-KOMYHIKAIIITHUX TEXHOJIOT1H; METOIM TMCTAHIIMHOTO HABYaHHS.

4. Pesynomamu naeuanua (Komnemenmuocmi). Ilo 3aBepumieHHI0 BuBUeHHA OK
MogieHHEBI  TexHOJOrii 1 MOBHI Mojmeni 3700yBadyi  OCBITH  BOJIOJITUMYTh  TaKHUMH
KOMITETEHTHOCTSIMU:

InTerpajbHa KOMIETEHTHICTH

31aTHICTD pO3B’sI3yBaTH CKJIAIHI CIEIiayli3oBaHi 3a7ayi Ta MpakTH4YHI mpoOjeMu B raiysi
¢imosorii  (JIHTBICTUKH, JITEPaTypo3HABCTBA, (DOJIBKIOPUCTHKH, IepeKiiaay) B  Ipoleci
npodeciiftHol IisIbHOCTI a00 HaBYaHHS, LI0 Tepeadadae 3acTOCYBAaHHS TEOpid Ta METOJIB
(b11070TTYHOT HAYKH 1 XapaKTePU3YEThCS KOMIUIEKCHICTIO Ta HEBU3HAUEHICTIO YMOB.

3araabHi komnerenTHoCTi (3K):
3K 4. 3naTHiCTh OyTH KPUTUYHUM 1 CAMOKPUTUYHHM.
3K 5. 31aTHICTh yUUTHCS i OBOJIO/IIBATH CYy9aCHUMH 3HAHHSIMH.
3K 6. 31aTHICTH 10 MONIYKY, OMPAIFOBaHHS Ta aHaNi3y iHQOpMaIlii 3 pi3HUX IHKEpell.
3K 7. YMiHHS BUSBIISATH, CTABUTH Ta BUPIIIYBAaTH MPOOIEMH.
3K 8. 3naTHicTh mpaIroBaTi B KOMaH/Ii Ta aBTOHOMHO.
3K 9. 31aTHICTh CHIKYBaTHCS IHO3EMHOIO MOBOIO.
3K 10. 3gatHicTh 10 aOCTPAKTHOTO MHUCIIECHHS, aHAI3y Ta CUHTE3Y.
3K 11. 3gaTHicTh 3aCTOCOBYBATH 3HAHHS Y IPAKTHYHUX CUTYAIIisIX.
3K 12. HaBuuku BUKOPUCTaHHS 1HPOPMAIIITHUX 1 KOMYHIKAIIIHHUX TEXHOJIOT1i.
3K 13. 3naTHicTh IPOBEACHHS JOCTIKEHb Ha HAIEKHOMY PiBHI.

daxoBi komnerenTHocTi (PK):

@K 1. YcBitoMIIeHHS CTPYKTYpH (Q1I0JIOTTYHOT HAYKH Ta ii TEOPETUUHUX OCHOB.

@K 2. 3naTHICTh BUKOPUCTOBYBATH B MpOQECiifHii IisUIbHOCTI 3HAHHS MPO MOBY SIK OCOOJHMBY
3HAKOBY CUCTEMY, il pupoay, QyHKII, piBHI.

®K 7. 3naTHicTh 10 30MpaHHs i aHaNi3y, CHCTEMaTU3allii Ta IHTEepIpeTalii MOBHUX JIiTEPaTypHHUX,
donbkIopHUX (aKTIB, IHTEpIpETALlii Ta MepeKIaay TeKCTY (3alexHo BiJ oOpaHoi cremiam3ariii).
@K 8. 3naTHICTh BUIBHO ONEPYBaTH CIELiaJbHOI TEPMIHOJIOTI€0 A pO3B’A3aHHA NpoQeciiHuX
3aBlIaHb.

®K 15. 3paTHICT BUKOPUCTOBYBATU CyYacHl iH(pOpMaLidHI CHUCTEMH Ta TEXHOJIOTii Mia dYac
BUKOHAHHS (YHKIIOHAJIbHUX 3aBJaHb Ta OOOB’SI3KIB, 3HATH OCHOBU Oe3neyHoi podoTH B
iH(pOpMalifHUX CUCTEMaX, METOAM CTBOPEHHS 0a3 JaHUX Ta BeOpecypcCiB.

IIporpamni pesyabtatu Hapuanusa (ITPH):

ITPH 1. BinbHo crninkyBaTucs 3 npodeciiHuX MUTaHsb 13 (axiBusgMu Ta HeaxiBISIMU JE€P/KaBHOIO
Ta 1HO3€eMHMMHM MOBaMH YCHO M MHCbMOBO, BUKOPHMCTOBYBAaTH iX AJisi Oprasizamii e(peKkTUBHOL
MDKKYJIBTYPHOI KOMYHIKaIIii.

IMPH 2. EdextuBHO mparoBaTi 3 iH(opMalliero: noOupaT HeoOXimHy iHPOpMaliio 3 pi3HUX
JDKepel, 30kpema 3 (axoBoi JiTepaTypd Ta €JIeKTPOHHHUX 0a3, KPUTHYHO aHali3yBaTH W
IHTEpIPEeTYyBaTH 1i, BHOPSAAKOBYBATH, KJIaCU(PIKyBaTH i ccTeMaTH3yBaTH.

ITPH 3. OpranizoByBaTH MpOLEC CBOTO HABYaHHS i CAMOOCBITH.

ITPH 4. Po3ymitu pyHAaMEeHTaIbHI IPUHIUIN OYTTS JIIOJUHU, IPUPOAH, CYCITIIHCTBA.

ITPH 6. BukopucroByBaTH iH(opMaliiiHi i KOMyHiKalliifHi TEXHOJOTII Ul BUPIMIECHHS CKIaJHUX
Crieniai3oBaHuX 3a/1a4 1 mpoosem npodeciitHoi isITbHOCTI.

ITPH 7. Po3ymiTu OCHOBHI mpoOieMu (iiosorii Ta MiAX0Au 0 iX po3B’si3aHHS 13 3aCTOCYBaHHSAM
JIOIIIBHAX METOIB Ta IHHOBAIIMHMX II1IXO0IB.



ITPH 8. 3naTu i po3yMiTH CUCTEMY MOBH, 3arajbHi BJIaCTUBOCTI JITEpaTypu SIK MHUCTEITBA CIIOBA,
ICTOPiI0 MOBH 1 JIITEpPaTypH, IO BUBYAIOTHCS, 1 BMITH 3aCTOCOBYBATH IIl 3HaHHS y NpodeciiHii
JUSJIBHOCTI.

ITPH 12. AnanizyBaTd MOBHI OJAMHHII, BU3HAYATH IXHIO B3a€EMOJIII0 Ta XapaKTepU3yBaTH MOBHI
SIBUIIIA 1 IPOIIECH, IO iX 3yMOBIIOIOTb.

ITPH 14. BuxkopucToByBaTH MOBH, III0 BHBYAIOTHCS, B YCHIA Ta NMUCHBMOBIH (dopmax, y pi3HHX
KAQHPOBO-CTWJILOBUX PI3HOBUAAX 1 perictpax chuikyBaHHS (odimiiiHomy, HeodiniiHOMY,
HEUTpaIbHOMY), JJIA PO3B’SI3aHHS KOMYHIKAaTHBHUX 3aBJaHb Yy TOOYTOBi, CyCHUIBHIH,
HaBYaJIbHIN, TpodeciiiHiii, HAyKOBii cepax KHUTTS.

IIPH 16. 3nat ¥ poO3yMiTH OCHOBHI TOHSTTS, Teopii Ta KOHIEMIii 00paHoi ¢iI0J0riyHOT
creniaiizanii, yMiTH 3aCTOCOBYBATH iX y npodeciiiHiil TisIbHOCTI.

ITPH 17. 30upatu, aHanizyBaTH, CACTEMATU3YBAaTH W IHTEpPIIPETYBaTH (DAKTH MOBH i MOBIJICHHS Ta
BUKOPHUCTOBYBATH iX JUIsi PO3B’SI3aHHS CKIIATHHUX 3a7ad 1 mpoOyieM y cremializoBaHuX cdepax
npodeciiiHoi AIsUTPHOCTI Ta/ab0 HABYAHHS.

ITPH 19. MaTtu HaBUYKH y4acTi B HAYKOBHX Ta/a00 MPUKIIAJAHUX JOCITIHKEHHAX Y raimy3i ¢isosorii.

5.  Cmpykmypa 0c6imHb020 KOMHOHEHMA
Tabauys 2 (/lenna gpopma)

MeTtoau

. .. Cam.
Ha3Bu 3MicTOBHX MOIYJIiB i TeM Ycboro Jlek. | IIpakr. Inma. | Kone. pob KOHTPOJII0
"| /bamm

3microBmii Moayab 1. Modern Speech Technologies

Tema 1. Fundamentals of Speech
Technologies:

* The history of speech technology JC + J1b
development. 13 2 4 - 1 6 +KP/

» Key concepts: speech recognition, 5
speech synthesis, natural language
processing (NLP).

Tema 2. Speech Recognition and
Synthesis
Speech Recognition:
* Basics of automatic speech
recognition.
* Models: Hidden Markov Models
(HMM) and modern neural network JIC + JIB
architectures.

T 15 4 4 - 1 6 + KP /
* Challenges: noise, accents,
multilingualism.
Speech Synthesis:
* Text-to-Speech (TTS) technologies.
* Synthesis methods: parametric
synthesis, Concatenative TTS, neural
models.
* Naturalness of synthesized speech.

Tema 3. Language Models:
* Basics of building language models. n

» N-gram models, word embeddings 15 5 6 B 1 6 I[+C KPI[/B
(Word2Vec, GloVe). 10

* Advanced language models: GPT,
BERT, LLaMA.

Pa3zom 3a moayJiem 1 43 8 14 — 3 18 20

3micToBuii MoayJb 2. Language Models and Practical Aspects of Speech Technologies

Tema 4. Natural Language | 23 | 4 | 8 | -] 1 ] 10 |jAC+]4p




Processing (NLP): + KP/

* Morphological, syntactic, and 10

semantic analysis.

* Applications of NLP in speech-

related tasks.

Tema 5. Applications of Speech

Technologies:

* Voice assistants (Siri, Google

Assistant).

. Automaj[ic translat.ors. . 24 4 8 _ 2 10 IEFC I—ZISH/E

* Speech interfaces in robotics.

+ Ethics and Legal Aspects: 10

* Data privacy.

* Ethical challenges in developing

speech systems.

Pa3om 3a moaysem 2 47 8 16 - 3 20 20

Tecr 1 T/30

Tecr 2 T /30
Yeboro 9% | 16 | 30 | - | 6 | 38 100

*Meron koutpomo: JIC — muckycis, T — tectu, PMI' — pobota B manux rpymnax, MKP / KP — moayisHa KOHTpOJIbHA

poboTa/ KOHTPOJIbHA POOOTA, AHATIITHYHE €ce.

Tabnuys 2a (3aouna ghopma)

Cam Meton
Ha3Bu 3micTOBMX MOIYJIIB i TeM Yceboro Jlex. | ITpakrt.| Ina. | Konc. 6 | KOHTPOJIIO
poo- / Bann
Modern Speech Technologies
Tema 1. Fundamentals of Speech
Technologies:
* The history of speech technology
development.
* Key concepts: speech recognition,
speech synthesis, natural language
processing (NLP).
Speech Recognition:
* Basics of automatic speech
recognition. JC +
» Models: Hidden Markov Models 45 2 4 - 5 34 PMI"/
(HMM) and modern neural network 20
architectures.
* Challenges: noise, accents,
multilingualism.
Speech Synthesis:
* Text-to-Speech (TTS) technologies.
* Synthesis methods: parametric
synthesis, Concatenative TTS, neural
models.
* Naturalness of synthesized speech.
Pa3zom 3a moayJiem 1 45 2 4 — 5 34 20
3microBuii moayasn 2. Language Models and Practical Aspects of Speech Technologies
Tema 2.
Language Models: JIC +
* Basics of building language models. 45 5 4 _ 5 34 PMT /
» N-gram models, word embeddings
(Word2Vec, GloVe). 20
» Advanced language models: GPT,




BERT, LLaMA.
(NLP):

semantic analysis.
related tasks.
Applications of Speech
Technologies:
Assistant).

* Automatic translators.

* Data privacy.

speech systems.

Natural Language Processing
* Morphological, syntactic, and

* Applications of NLP in speech-

* Voice assistants (Siri, Google

* Speech interfaces in robotics.

Ethics and Legal Aspects:

* Ethical challenges in developing

Pa3om 3a mojaysem 2 45 2 4 - 5 34 20

Tecr 1 T /30

Tecr 2 T /30
Bcboro rogun / baais 90 4 8 — 10 68 100

*Meron koutpomo: JIC — muckycis, T — tectu, PMI' — pobota B manux rpynax, MKP / KP — moayisHa KOHTpOJbHA

poboTa/ KOHTPOJIbHA POOOTa, AHATIITHYHE ece.

6. 3aedannsa ona camocmiitnozo onpayr08anns

Tabnuys 3
KinabkicTh
IMuTanusa
rOAUH ool
Tema denna Ep— IJISI CAMOCTIHHOIO
bopma bopma ONpaIIOBAHHS

ggr:cﬁ'll':eucﬁgrci;iteﬂs of 6 17 The history of speech technology development.

Speech Recognition:

* Challenges: noise, accents, multilingualism.
gzl\cdg i.it?opnezzg Synthesis 6 17 Speech Synthesis:

g y * Text-to-Speech (TTS) technologies.

* Naturalness of synthesized speech

» Advanced language models: GPT, BERT,
Tema 3. Language Models 6 10 LLaMA.
gf&i;irl?lgat(%ilpl)_anguage 10 10 * Applications of NLP in speech-related tasks.
Tema 5. Applications of
Speech Technologies )
* Voice assistants (Siri, Ethics an_d Legal Aspects:
Google Assistant). 10 14 * Data privacy. .
« Automatic translators. » Ethical challenges in developing speech
* Speech interfaces in systems.
robotics.

Pa3zom: 38 68




IV. INoaiTuka oUiHIOBAHHSA

OniHtoBaHHS 3100yBaviB OCBITH PETYIIO€ThCS [10JI0KEHHSIM PO MOTOYHE Ta MIJICYMKOBE
OLIIHIOBaHHS 3HaHb 3/100yBayiB BUIOT ocBiTd BHY imeni Jleci Ykpainku.

Ilonimuka euxknadaua w000 3006ysaua oceimu. llpu BuBuenni OK IlocmimoBHmiA 1
CUHXPOHHHUH Tepekiiag 3100yBady OCBITH BHUKOHYE 3aBIaHHs 3rigHO 3 cuiabycom. Lli Bumm
TiSUTBHOCTI OIIHIOIOTHCS Oamamu, po3moAi sikuxX omucano y Tadauyi 2 (Jlenna dopma) ta Tabauyi
2a (3aouHa dopma).

Ilonimuka wooo axademiunoi 0oodpouecnocmi. IlomiTika TWOAO aKageMidyHOT
nobpodecHocTi yHOpMoBaHa B Kojekci akamemiuHoi goOpodecHocTi BHY imeni Jleci Ykpainku,
3riHO 3 SKUM YYaCHUKHM OCBITHBOTO TIPOLIECY MAlOTh YCBIIOMIIIOBATH 3HAYYIIICTh HOPM
aKaJeMivHOi JTOOPOYECHOCTI, TOTPUMYBATHCS HABYAIbHOI €TUKHU, TOJIEPAHTHO CTABUTHUCS O BCIiX
YYaCHUKIB TIPOIECY HAaBUaHHS, JOTPUMYBATHUCS PO3KIAAy HABYAIBHOTO TMPOIECy, 30KpeMa
3a00pOHEHO CIHCYBaHHS Il 4Yac TecTy (y T.4. 13 BHKOPHCTAaHHSAM MOOUIBHUX Tele(OHIB).
3100yBa4y OCBITH HEOOXITHO CKIAAaTH BCl 3aBJaHHS CaMOCTiHHO, 0€3 JOMOMOTH CTOPOHHIX OCi0;
HaJaBaTU AJIs OLIHIOBaHHS JIMILE pPEe3yJIbTaTd BJIACHOI poOOTH; HEe MyOJiKyBaTH BIAMOBIIAECH 10
TECTy Ta MUCHMOBHUX 3aBJaHb; 3a3HA4YaTH JpKeperna iHdopMarlii Ta mocHIaTucs Ha poOOTYy 1HIIUX
aBTOPIB y pa3i BUKOPUCTAHHS PE3YJbTAaTiB IXHbOI POOOTH; HE BIABATHUCS 10 KPOKIB, IO MOXYTh
HEYECHO TOTIPIIMTH Y1 TOKPAIIUTH PE3yIbTAaTH 1HIIUX 3700yBaviB OCBITH.

IHonimuka w000 Oednaiinie ma nepecknadannsa. Y pasi BIICYTHOCTI 3 00 €KTUBHUX
pUYMH (HAMpUKIAd, XBOpoOa, HAaBYaHHS 3a MPOrPaMoI0 MOABIHHOTO IUIUIOMA, 3 BUKOPUCTAHHSIM
€JIIEMEHTIB JAyaslbHOI (QopmMH 3100yTTS OCBITH, MDKHApOJHA akajeMiyHa MOOLUIBHICTH) Ha
JEeKIIHOMY YHM CEeMiHApChKOMY 3aHATTI 3700yBad OCBITH CaMOCTIHHO MPOXOIUTH IPOIYIICHY
TeMy/TeMd W MOXe 3BEPHYTHCS 3a KOHCYJBTAIli€0 10 BHKIamada. Marepial MPOMyIIEHOTO
CEMIHAPCHKOTO 3aHATTS 3700yBad OCBITH 3a TOTOKCHHSIM 3 BUKJIQJaueM MOXKE BiIMpaIlOBATH B
onnaiin/odnaiin-dbopmati (BIAMOBITHO 10 3aTBep/pKeHOro Tpadiky KOHCyJbTaliil kadeapu
MIPUKIIAIHOT JIIHTBICTUKM), aJie HE Mi3HIIIe MPUKIHIIEBOTO 3aHATTSI.

3100yBay OCBITH, SIKHH HE TMOTOMKYETHCA 3 pe3yabTaTaMH MiJCYMKOBOTO KOHTPOJIIO,
OTPUMAHUX IIiJ] YaC CEMECTPOBOIO KOHTPOJIIO B JICHb OTOJIONICHHS PE3yJbTaTiB IiJICYMKOBOTO
OIIIHIOBAHHS, MAa€ MPaBO 3BEPHYTHUCS 3 amlelNALiiHOI0 3asBor0 (nuB. [lon0XeHH Mpo OpraHizaliio
OCBITHBOT'O TPOIIECY Ha MepimomMy (OakamaBpchbKOMY) Ta JAPYroMy (Marictepcbkomy) piBHsix BHY
imeHi Jleci YkpaiHku, MyHKT 8 «Amesiiis pe3yabTaTiB MiJICYMKOBOTO KOHTPOJIIO»).

Ilonimuka w000 6u3HAHHA pe3yNbmMamie HAGYAHHA, OMPUMAHUX Y (hopmanbHiil,
Hegopmanwvhini ma/ado inghpopmanvuiit oceimi. 3rigHo 3 [1010KEHHIM PO BU3HAHHS PE3YJIbTATIB
HaBYaHHA, OTpUMaHUX Yy dopMabHik, HedopMalibHIN Ta/abo iHGopManbHii ocBiTi y BHY imMeni
Jleci YKpaiHKU Ta pIlIEHHSAM HayKOBO-METOJIUYHOI KOMICii (hakynbTeTy 1HO3eMHOiI (is1oyorii BiJ
02.02.2022 p., npotokoa Ne 7, 3100yBauaM OCBITH MOXYTb OyTH 3apaxOBaHi pe3yJbTaTH HaBUaHHS,
oTpuMaHi y ¢popmaibHil, HedopMabHill Ta/abo iHPOpPMaIbHINi OCBITI.

V. IlincymKoBHii KOHTPOJIb

®dopmoto miggcyMkoBoro KoHTporo 3 OK MoBeHHEBI TEXHOJIOTI 1 MOBHI MOJIEHI € 3aiK.

MakcumanbHa KIIBKICTh OajiB 3a MOTOYHMM KOHTpoiab — 100 OGainiB, fKi OXOIUTIOIOTh
BUBYCHHS JBOX 3MICTOBMX MonayiiB (40 OamiB) Ta HamWCaHHS JBOX TECTIB 3 MPAKTHYHUMHU
3aBaanHamu 1o 30 GamiB (po3monin OamiB auB. Tabn. 4). bamu, HaOpani 3100yBayeM OCBITH 3a
HAaKOMUYYBAJIbHOIO CHCTEMOIO 3a CeMecTp, (IKCYEThCS B JKypHall 1 3aHOCATHCA B 3alIKOBY
BIZIOMICTB. Y pa3i BIJICYyTHOCTI 3 MOBAXXHOI MPUYMHU Ha 3aHATTI 3400yBay MPEICTaBIIs€ KOHCIEKT
TEMH Ta BUKOHAHI MPAaKTHUYHI 3aBJaHHs, IKYy BUBYAIIM HA MIPOMYIICHOMY 3aHATTI. JlOCKIIaganHs TeMm,
MiJ] Yac BUBYCHHS SKUX 3/100yBad OyB BiJICYTHIN Ha 3aHATTSIX, MOBUHHO BiAOYTHCS O HalMCaHHS
TecTiB. SKmo 3100yBay oCcBiTH HaOpaB MeHIe, HiK 60 GamiB, BIH CKJIajae 3aliK Mija 9ac JIKBiaamii
aKaJeMi4HOi 3a00proBaHOCTI B TEPMiHHU, BU3HAYEHI PO3KIIAZIOM 3aliKOBO-eK3aMeHalilHoi cecii. Y
bOMY BUNAKy Oayy, HaOpaHi MiJl 4ac MOTOYHOI'O OLIHIOBaHHS, aHyJIbOBYIOThCS. [lepecknananus


https://ed.vnu.edu.ua/wp-content/uploads/2025/06/2025.-%D0%9F%D1%80%D0%BE-%D0%BF%D0%BE%D1%82%D0%BE%D1%87%D0%BD%D0%B5-%D1%96-%D0%BF%D1%96%D0%B4%D1%81%D1%83%D0%BC%D0%BA.%D0%BE%D1%86%D1%96%D0%BD%D1%8E%D0%B2%D0%B0%D0%BD%D0%BD%D1%8F.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2025/06/2025.-%D0%9F%D1%80%D0%BE-%D0%BF%D0%BE%D1%82%D0%BE%D1%87%D0%BD%D0%B5-%D1%96-%D0%BF%D1%96%D0%B4%D1%81%D1%83%D0%BC%D0%BA.%D0%BE%D1%86%D1%96%D0%BD%D1%8E%D0%B2%D0%B0%D0%BD%D0%BD%D1%8F.pdf
https://ra.vnu.edu.ua/wp-content/uploads/2023/06/Kodeks-akademichnoyi-dobrochesnosti.pdf
https://hel1.your-objectstorage.com/vnustorage/s3fs-public/inline-files/-2025-olozhennya_pro_org_anizatsiyu_navch-pr_otsesu_u_vnu_red_0.pdf
https://hel1.your-objectstorage.com/vnustorage/s3fs-public/inline-files/-2025-olozhennya_pro_org_anizatsiyu_navch-pr_otsesu_u_vnu_red_0.pdf
https://hel1.your-objectstorage.com/vnustorage/s3fs-public/inline-files/-2025-olozhennya_pro_org_anizatsiyu_navch-pr_otsesu_u_vnu_red_0.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf
https://ed.vnu.edu.ua/wp-content/uploads/2024/09/2024_%D0%92%D0%B8%D0%B7%D0%BD%D0%B0%D0%BD%D0%BD%D1%8F_%D1%80%D0%B5%D0%B7%D1%83%D0%BB_%D1%82%D0%B0%D1%82i%D0%B2_%D0%92%D0%9D%D0%A3_i%D0%BC._%D0%9B.%D0%A3._%D1%80%D0%B5%D0%B4.pdf

BiZIOyBa€ThCS y BUTIISAA1 YCHOTO ONUTYBaHHs 3a Tematukoro OK 3a cemectp 3rifgnHo 3 cunadycom (40
OaxiB) Ta HAMUCaHHS TECTy, SKWW MICTUTh MpakTH4HI 3aBaaHHs (60 OamiB). MakcumanbHa
KUTBKICTh OaiiB mij "ac JikBigamii akagemiuyHoi 3a6oprosanocti — 100 6aniB. [ToBTOpHE CKIlagaHHS
JIOITYCKA€EThCS HE OUTBIIE SIK J[Ba pa3d: OJMH pa3 — BHKIIAJA4YeBi, IPYrUid — KOMICii, Ky CTBOPIOE
JeKaH (pakyinpTeTy.

Tabnuys 4
IloToyHHM KOHTPO/Ib 3arajgbHa KIIbKICTD
0aJjiiB
3mictoBuii Moyab 1 | 3mMicTOBHI MOITYITH 2 Tecr 1 Tect 2
20 20 30 30 100

IMuTanus 1o 3aaiky

What are the three main components of speech technology: speech recognition, speech
synthesis, and natural language processing? Explain each briefly.

What are Hidden Markov Models (HMM) and why were they fundamental to early speech
recognition systems?

Explain the difference between concatenative TTS, parametric synthesis, and neural TTS
models.

What is a language model in the context of speech recognition, and what role does it play?
Define word embeddings and explain their advantage over one-hot encoding.

What does GPT stand for, and what is its primary training objective?

What does BERT stand for, and how does its training differ from GPT?

Explain the three levels of linguistic analysis in NLP: morphological, syntactic, and semantic
analysis.

What is the difference between stemming and lemmatization?

Define named entity recognition (NER) and provide examples of entity types it identifies.

. What is part-of-speech (POS) tagging and why is it important in NLP?

Explain the concept of "attention mechanism™ in neural networks and its significance for
language models.

. What is the transformer architecture and why is it important for modern language models?

Define word error rate (WER) and explain how it measures speech recognition accuracy.

. What are the main challenges in speech recognition related to noise, accents, and

multilingualism?
Explain the concept of prosody and its importance in natural-sounding speech synthesis.

. What is the N-gram model? Explain bigrams and trigrams.

Describe the main principle behind Word2Vec (either Skip-gram or CBOW architecture).

. What is transfer learning in the context of language models?

Define fine-tuning and explain its role in adapting pre-trained language models.

. Name the main components of a modern voice assistant architecture (like Siri or Google

Assistant).

. What is wake word detection and how does it work?

Explain the difference between on-device and cloud-based speech processing.

. What are the main approaches to automatic speech translation: cascade vs. direct speech-to-

speech?

. What is speaker diarization and where is it applied?

Explain what speech interfaces in robotics are and provide examples of applications.

. Define biometric voice data and explain why it requires special protection.
. What is GDPR and what are its main requirements for voice data processing?
. What is algorithmic bias in speech recognition? Provide examples.



30.
31.
32.
33.
34.
35.
36.

37.
38.
39.
40.

Why do speech recognition systems often perform worse for certain demographic groups?
What are voice deepfakes and what ethical concerns do they raise?

Define the data minimization principle in the context of speech technology development.

What are the main privacy risks associated with always-listening voice assistants?

Explain what acoustic modelling is in speech recognition.

What is code-switching and why is it problematic for multilingual speech recognition?

Define syntactic analysis (parsing) and explain the difference between constituency and
dependency parsing.

What is word sense disambiguation (WSD) and why is it challenging?

Explain intent recognition in the context of voice assistants.

What is dialogue management in voice assistant systems?

Define transparency and fairness in Al systems. Why are these concepts important for speech
technologies?

VI. IxaJua oniHIOBaAHHSA

Omninka B 0ajax JIinrBicTnyHa ominka
90 - 100
82 — 89
75-81 3apaxoBaHO
67 —74
60 — 66
1_59 He 3apaxoBano (HeoOXximHe
NepeCcKIIaIaHHsl)

w N

7.

8.
9.
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